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ABSTRACT  

Due to stringent regulations on the fuel efficiency of ships 

and their propulsion units, there is a clear need for designs 

which are stretched to the limits. For a propeller design this 

means taking away the margins against unwanted 

cavitation phenomena as much as possible in favour of 

higher propulsive efficiency. The nuisance of cavitation is 

felt in two ways: noise and vibrations during operation and 

cavitation erosion over its lifetime. To minimize the 

margins against both targets, proper design and analysis 

methods need to be applied. In this paper the results from 

numerical flow simulations (CFD) will be compared to 

model-scale experimental results. This will reveal new 

insights in the occurring flow phenomena as well as the 

weaknesses in both the experimental and numerical 

approaches. In order to come to the best design, fit for 

purpose, a combined approach of the various methods is 

proposed. It has to be acknowledged that the industry has 

to adopt the new insights to utilize the potential of 

increased fuel efficiency. A typical example is the 

acceptance of a certain amount of pressure side cavitation, 

when it is qualified as non-erosive, based on the numerical 

risk evaluation.  
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1 INTRODUCTION 

Environmentally driven legislation has resulted in 

increased focus on fuel efficiency of propulsion systems. 

In the design process of propeller, a trade-off has to be 

made between the propulsive efficiency on the one hand 

and cavitation behaviour on the other, as shown in figure 

1. The cavitation behaviour needs to be controlled to limit 

the possible nuisance of occurring cavitation either through 

noise and vibrations or through cavitation erosion. Various 

design measures to control cavitation behaviour come at 

the cost of reduced efficiency. For modern designs, which 

are pushed to the limits, the challenge is to find the right 

balance between efficiency and allowable cavitation. 

Evaluation of different designs require accurate tools and 

methods to secure the selection of the best design. In the 

design phase specific propeller design software and 

commercial CFD software are used to determine the impact 

of geometry modifications. The next step is the 

experimental verification of the designed propeller 

geometry. The reduced margins in the design process put 

more pressure on the quality of the model basin test 

facilities as well. In line with the logic of Voltaire, who 

said: “It is better to risk saving a guilty man than to 

condemn an innocent one.”, there is nowadays a risk that a 

well-designed propeller is rejected based on inaccurate 

model scale tests. A poor experimental prediction cannot 

be accepted anymore by the maritime industry due to its 

direct relationship with increased fuel consumption and 

emissions.  

In this paper both the experimental and the numerical 

approaches will be discussed. Based on various cases, 

where both measurements and calculations have been 

performed, a good overview of the pros and cons of both 

methods has been obtained for pressure pulse predictions. 

Next to the pressure pulses, which may cause hull 

vibrations, the cavitation can lead to erosion on the 

propeller blades. Research on the mechanisms of this type 

of erosion has resulted on different approaches to predict 

the risk for cavitation erosion based on numerical 

simulations. The underlying methodology as well as results 

from the validation work are presented in this paper.  

 

Figure 1. Trade-off of main targets in propeller design process. 
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2 EXPERIMENTAL TESTING METHODS 

 

2.1 Cavitation test facilities 

Experimental determination of propeller cavitation has 

been part of the maritime industry for more than a century 

by now (Weitendorf, 2001). Many countries have built 

their cavitation test facility to support their navy in the 

design process of the vessels. Even Austria has built a test 

facility in Vienna, which was founded in 1912. In those 

days, the Austro-Hungarian Empire was connected to the 

Adriatic Sea. The sizes of the various tunnels vary quite a 

lot, which impact the possible methods of testing. Pure 

propeller cavitation behaviour testing can be done with 

uniform inflow, thus without any influence of the vessel 

geometry upstream.  

In case the non-uniformity of the inflow is to be 

considered, different approaches can be followed. In some 

institutes the non-uniformity is generated by a wire-mesh. 

The wake-field behind the ship is measured in a towing 

tank and the velocity distribution is reproduced by a wire-

frame mesh flow obstruction in the tunnel. Regions of 

dense wiring create low velocities, as found in the wake 

peak of a single screw vessel for example. One of the 

drawbacks of a wake field based on a wire-frame mesh is 

the uncontrolled interaction between the propeller and the 

wire-frame mesh. This can have a negative impact on the 

prediction of the cavitation pattern and consequently on the 

pressure pulses. In larger cavitation tunnel facilities, a part 

or a complete model scale hull geometry can be placed in 

the test section. In this way the wake field from the hull 

will be generated from the actual hull shape. Interaction of 

the active propeller with the hull is taken into account as 

well. The cavitation pattern will be realistic and less prone 

to unexpected inflow deviations. Confinement of the flow 

by the cavitation tunnel walls can have an impact on the 

pressure pulse measurements though. In order to come to 

realistic predictions for actual ship scale, a solid-boundary 

correction factor has to be applied (ITTC, 2014). In case 

the issue of the solid boundary factor has to be 

circumvented, a test facility with a depressurized towing 

tank can be considered. In such facility, the ship model 

with propeller is towed in a large basin, including the free 

surface effects. In this approach Froude scaling is fulfilled. 

In order to have the right cavitation phenomena at the same 

moment, the pressure above the water surface is reduced 

significantly to have the right scaled pressure level near the 

propeller. Although the costs of operating such test facility 

are much more compared to a wire-frame cavitation tunnel, 

it can be valuable to carry out the tests for modern, 

demanding propeller designs in such facility.  

2.2 Comparison of results from different facilities 

As mentioned above, there is a clear cost difference 

between the various test facilities. The benefits of reduced 

fuel consumption over the life time of the vessel can easily 

outweigh the additional costs of testing. An example is 

shown in figure 2, where the results for the same propeller 

are shown in a wire-frame test and in a depressurized basin. 

The latter can be recognized by the hull shape in front of 

the propeller. The tests with the wire-frame mesh gave 

unexpected and unexplainable cavitation bubbles near the 

trailing edge of the blade in the wake peak. Based on the 

results as shown in the left side, such design would never 

be accepted. Adjustment of the design would result in a 

dramatic loss of efficiency. The cavitation behaviour as 

shown on the right side does not show any sign of the 

bubbly cavitation. It does show the criticality of the design 

however. The shape of the cavity is not well faired and 

therefore a risk for cavitation erosion from shedding sheet 

cavities has been identified. Based on the tests results the 

design has been adjusted to minimize the risk for cavitation 

erosion, whilst keeping the high propulsive efficiency 

target. 

 

Figure 2. Comparison of cavitation behavior in two test facilities. 
Left photo is obtained in a cavitation tunnel with wire-frame mesh 
and right is taken from high speed video in a depressurized towing 
tank. 

3 NUMERICAL FLOW SIMULATIONS OF CAVITATION 

Continuous development of specific propeller design 

software and more general CFD software lead to better 

understanding of the occurring flow phenomena and to 

better correlations between design tools and experimental 

results. This development supports the intensified use of 

the numerical tools to come to better designs. 

3.1 Cavitation evaluation in design cycle 

In the design cycle of a propeller, methods based on 

potential flow are commonly used. Agreement with model 

test data is in general acceptable, given the simplifications 

of the method and the required computational efforts 

(Ligtelijn, et al, 2004). The required calculation times have 

by now dropped so much that the software runs on a local 

computer. Prediction of cavitation behaviour in the wake 

of a ship and the prediction of pressure pulses based on a 

simplified hull geometry are typical actions in the design 

cycle. Even though the methods are in some ways 

simplified, a reasonable quality of the predictions is found. 

Further fine-tuning of the methods can be achieved based 

on correlations with model scale test data and full scale sea 

trial data. In this way the problems related to the solid 

boundary factor can be circumvented. 

3.2 Wetted flow RANS-CFD simulations  

The methods used in the design cycle require a certain 

degree of tuning to be able to make accurate predictions for 

different types of vessels (single or twin screw among 



others). With RANS-CFD simulations a larger degree of 

flexibility is present in the analysis of different geometries. 

This comes at the cost of significantly larger computational 

efforts. Transient flow simulations of propellers in behind 

ship condition provide information about the propulsive 

efficiency (Ponkratov and Zegos, 2015, Bulten, 2019) and 

the propeller load fluctuations (Bulten, 2015). The CFD 

simulations can provide predictions of the wetted flow 

pressure pulses on the actual hull geometry as well. The 

impact of the free surface can be taken into account in the 

simulations with limited additional effort. The impact of 

the confinement of cavitation tunnels in an experimental 

set-up can be analysed with CFD. This topic has been 

published already in 2001 for applications with waterjets 

in wetted flow (Verbeek & Bulten, 2001). Nowadays the 

impact of a complete ship with active propeller can be 

simulated in a realistic free surface and confined tunnel 

situation. A comparison of simulations with free surface 

and with confined tunnel geometry for wetted flow 

condition is shown in figure 4.  

3.3 Cavitating flow RANS-CFD simulations  

The next logical step is the implementation of a cavitation 

model in the RANS-CFD simulations. Examples have been 

published (Bijlard & Bulten, 2015) for azimuth thrusters. 

For evaluation of propellers in behind ship condition the 

impact of a cavitating tip vortex has to be considered. In 

case a design is to be evaluated with fairly limited sheet 

cavitation, a RANS-CFD simulation might be too 

optimistic. Given the challenges to simulate the tip vortex 

properly (Oprea, 2013), it is to be expected that the impact 

of the cavitating tip vortex will be underestimated and 

therefore optimistic pressure pulse values will be found. 

Figure 3 shows the calculated Q-factor of the flow for a 

twin-screw RoPax ferry. This simulation includes the 

impact of both free surface and cavitation modelling. 

Figure 4 shows the comparison of CFD results with 

experimental data for both wetted flow and cavitating 

condition. The CFD simulations have been made for ship 

scale. The default approach with free surface has been used 

and in addition to this an artificial tunnel has been 

modelled. The tunnel confinement is based on the 

dimensions of the numerical domain in combination with 

boundary conditions which do not allow mass fluxes 

through the boundary. The model scale measurements are 

carried out in a depressurized towing tank. The impact of 

both cavitation and free surface is taken directly into 

account in those measurements. 

A critical review of the pressure pulse results as shown in 

figure 4 learns that the CFD simulations with free surface 

effect included give an offset, when compared with 

measurements. The offset is of similar magnitude for the 

wetted flow and the cavitating flow. It is expected that the 

agreement can be further improved when the tip vortex is 

captured in more detail, with more local mesh refinements 

and adjustments in numerical settings. Application of the 

current method, which has been developed for propulsion 

performance estimates, may give therefore a bit too 

optimistic results for pressure pulse predictions. This  

 

Figure 3. CFD simulation result of Q-factor for propeller in 
behind ship, including free surface and cavitation modelling. 

 

Figure 4. Comparison of normalized pressure pulses based on 
measurements, CFD simulations with free surface and with 
confined tunnel configuration. 

underlines once more the need for proper validation of the 

numerical methods.  

An interesting phenomenon can be seen, when the results 

for the confined tunnel geometry and the free-surface set-

up are compared. The impact of the confinement on the 

wetted flow, with its dipole pressure pulse behaviour is 

rather limited. In the cavitating condition, where the 

monopole behaviour is dominant, a significant difference 

in pressure pulse level is found. In experimental facilities 

the impact of the tunnel confinement is corrected based on 

semi-empirical methods with the sol-called solid-boundary 

factor. The proper solid boundary factor for propeller 

designs with limited amount of cavitation is under 

discussion though, as can be read the ITTC recommended 

procedures on cavitation induced pressure fluctuations on 

model scale experiments (ITTC, 2014). 
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4 CAVITATION EROSION EVALUATION 

 

4.1 Cavitating flow simulations 

Main focus of the cavitation behaviour is on the propeller 

design condition. This condition is not always the most 

critical condition with respect to cavitation erosion. Fixed 

pitch propellers operate often in a fairly narrow bandwidth 

around the design point. In this range the dynamics of the 

cavity due to the wake peak need to be controlled (as 

shown in figure 2). In case of controllable pitch propellers, 

a different approach is required. Since the propeller can 

operate in an almost unlimited number of different 

conditions, the areas of suction side and pressure side 

cavitation need to be determined first. The second step is 

the selection of conditions, which could be potentially 

erosive. Once such condition has been found, detailed CFD 

simulations can be carried out. Pressure side cavitation 

condition is often regarded as an off-design condition, 

although it can frequently occur with controllable pitch 

propellers, in case the propeller has to operate at a constant 

RPM. This constant RPM operation is often dictated by a 

generator, which is driven from the main engine at the 

same time.  

4.2 Cavitation erosion risk assessment method 

The increased demand for the prediction of cavitation 

erosion has paved the way for the development of 

computational tools that can give a numerical estimation of 

the high erosion risk areas. Although it is ongoing research, 

recent work shows that cavitation erosion risk assessment 

with numerical methods has a great potential, and it could 

be integrated into the design process in the near future. In 

this section a method is presented to estimate the cavitation 

erosion risk that was recently developed within the 

European project “CaFE”, as proposed by Schenke and 

Terwisga (2019). 

This method is based on the energy balance approach by 

Fortes Patella (1998), where pressure waves emitted during 

the collapses of vapor structures seem to be the main factor 

contributing to cavitation erosion. Following the notion by 

Hammit (1963) that was further developed by Vogel and 

Lauterborn (1988), the potential energy of a cavity with 

volume V is given by: 

𝐸𝑝𝑜𝑡=(𝑝𝑑−𝑝𝑣𝑎𝑝)∙𝑉𝑣𝑎𝑝 
(1) 

where 𝑝𝑑 is the ambient pressure driving the collapse and 

𝑝𝑣𝑎𝑝 the vapor pressure. Then, the instantaneous potential 

power can be defined as the Lagrangian time derivative of 

the potential energy: 

𝑃𝑝𝑜𝑡=(𝑝𝑑−𝑝𝑣𝑎𝑝)∙
𝐷𝑉𝑣𝑎𝑝
𝐷𝑡
+
𝐷𝑝

𝐷𝑡
∙𝑉𝑣𝑎𝑝 

(2) 

and a potential power density can be estimated in every cell 

from: 

𝑃𝑝𝑜𝑡
𝑉𝑐𝑒𝑙𝑙
 =(𝑝𝑑−𝑝𝑣𝑎𝑝)∙

𝐷𝑎𝑣
𝐷𝑡
+
𝐷𝑝

𝐷𝑡
∙𝑎𝑣 

(3) 

where 𝑎=𝑉𝑣𝑎𝑝/𝑉𝑐𝑒𝑙𝑙 is the void fraction. Furthermore, the 

void fraction is defined as 𝑎=(𝜌−𝜌𝑙)/(𝜌𝑣−𝜌𝑙), and 

from the local mass conservation 𝑑𝜌/𝑑𝑡+𝜌𝑑𝑖𝑣(𝒖)=0 
we deduce: 

𝑃𝑝𝑜𝑡
𝑉𝑐𝑒𝑙𝑙
 =(𝑝𝑑−𝑝𝑣𝑎𝑝)∙

𝜌

𝜌𝑙−𝜌𝑣
𝑑𝑖𝑣𝑢 

 

 −
𝜌−𝜌𝑙
𝜌𝑙−𝜌𝑣

(
𝜕𝑝

𝜕𝑡
+𝒖∙∇𝑝) (4) 

The local energy release is of interest for the erosion risk 

estimate. It is assumed that a change of energy in the 

domain happens only when there is a change in the total 

vapor volume. In Equation (4), only the first term on the 

right-hand side describes volume change. The second term 

describes the change in ambient conditions that the vapor 

structures experience in constant volume. Therefore, the 

second term has no effect on the energy release, and it 

should not be included in the collapse energy balance. 

Thus, the local energy release is computed in every cell as 

follows: 

𝑒(𝑡)=−(𝑝𝑑−𝑝𝑣𝑎𝑝)∙
𝜕𝑎𝑣
𝜕𝑡

 
(5a) 

        =−(𝑝𝑑−𝑝𝑣𝑎𝑝)∙(
𝜌

𝜌𝑙−𝜌𝑣
𝑑𝑖𝑣𝑢−𝑢∙∇𝑎𝑣) (5b) 

Where a minus (-) sign has been added for positive energy 

release during condensation. The Lagrangian time 

derivative of the void fraction has been split into the partial 

derivative and the advective contribution, and the 

advective term has been moved to the other side (Equation 

5b). Assuming that each point source emits its potential 

energy as a radial wave of infinitely large propagation 

speed, Leclercq et. al. (2017) define the potential power 

impact on the material surface using the analytic exact 

expression of the solid angle for a planar triangle. Schenke 

and Terwisga (2019) proposed a continuous form of the 

energy impact rate on a surface location. In the present 

work, it is hypothesized that the vapor structures, which are 

in contact with the surface, are much more aggressive than 

any other structure, at further distance from the wall. Thus, 

we assume that the direct impact on the surface, from the 

structures touching the surface, is much higher than the one 

from any other structure away from the surface. Therefore, 

it is not required to calculate the distance and the projection 

of any vapor structure, adding no further computational 

cost. The local surface impact is then computed from the 

local energy release on the first prism layer and the face 

value is obtained.  

One can see that on the right-hand side of Equation (5a) 

only the partial time derivative of the vapor volume is 

computed. This term includes also an advective 



contribution to the volume change, shown on the right-

hand side of Equation (5b). However, it is assumed that this 

contribution is much smaller than the divergence term, 

which describes the condensation process. Our assumption 

gets stronger by the fact that very close to the wall the 

velocity is negligible and the advective term becomes even 

smaller. This modification tries to tackle the numerical 

error occurring from the reconstruction of the divergence 

term. However, further research is needed on that.  

The 𝑝𝑑 term in Equation 5 is calculated as a time averaged 

pressure 𝑝�̅� of the instantaneous pressure in cavitating 

conditions 𝑝𝑖 in each cell, assuming this field to be the 

ambient pressure field driving the cavity collapses. This 

field is steady, and it is computed in the whole domain 

before the erosion risk assessment. In this way, at least a 

rough estimate can be found of the conditions that 

collapsing cavities experience on statistical average. 

To address the local surface impact rate 𝑒𝑠(𝑡), two 

aggressiveness indicators are used as proposed by Schenke 

and Terwisga (2019):  

〈𝑒𝑠〉𝑒𝑆=(
1

𝑒𝑠
∫𝑒𝑠

𝑛+1𝑡

0
𝑑𝑡)

1/𝑛

           and 
 

〈𝑒𝑠〉𝑓=(
1

𝑇
∫𝑒𝑠

𝑛+1𝑡

0
𝑑𝑡)

1/(𝑛+1)

       , where 𝑛≥1 (6) 

where  

𝑒𝑠(𝑡)=∫𝑒𝑠

𝑡

0

(𝑡)𝑑𝑡 (7) 

The indicator 〈𝑒𝑠〉𝑒𝑆 averages the local energy impact rate 

over the accumulated energy, amplifying the local extreme 

events, and being independent from the impact frequency, 

in case of a periodic impact signal with uniform amplitude. 

On the other hand, the indicator 〈𝑒𝑠〉𝑓 is normalized by the 

total impact time 𝑇. It is proportional to the frequency of 

the impact, showing converging behavior as the impact 

time 𝑇 → ∞  Schenke and Terwisga (2019). The 
parameter n is used to emphasise the peak events with high 

amplitude. The indicators work as a generalized mean 

value (also known as power mean or Hölder mean), and as 

the n parameter increases, then the average value gets 

closer to the magnitude of the peak events, converging to 

the maximum peak value as 𝑛 → ∞ . For more 

information on the cavitation erosion risk assessment 

model and its application see Schenke and Terwisga (2019) 

and Melissaris et. al. (2019). 

4.3 Validation of methodology 

The cavitation erosion intensity is estimated on the King’s 

College-D (KCD)-193 model propeller. This propeller has 

been tested at the Emerson Cavitation Tunnel of Newcastle 

University (Mantzaris et al, 2015). Experimental paint tests 

have been conducted on the propeller blades. A 2D wake 

screen was used, located 0.4572 m from the propeller 

centre, to simulate the wake field of the propeller. The 

propeller geometry and the inlet boundary condition were 

provided by the University of Strathclyde, Glasgow. 

 

Figure 5. Propeller geometry and computational domain. 

 

Figure 6. Velocity distribution just in front of the propeller 
hubcap. 

Table 1. Propeller characteristics 

Propeller Diameter 0.3048 m 
P/D 1 

Blade Area Ratio 0.65 
Number of blades 4 

Table 2. Flow conditions during the paint tests. 

Condition 
𝑷𝒓𝒆𝒇 

(𝒌𝑷𝒂) 
𝒏 

(𝑹𝑷𝑴) 
𝑽𝒊𝒏 
(𝒎/𝒔) 

𝑱 𝝈 

Atmospher. 116.72 1500 3 0.393 3.88 
Vacuum 77.016 1500 3 0.392 2.52 

Table 1 gives the propeller characteristics. The propeller 

was tested in two cavitating conditions, one in atmospheric 

and one in vacuum condition (see Table 2). Figure 5 shows 

the propeller geometry within the computational domain, 

and Figure 6 depicts the velocity distribution right in front 

of the propeller hubcap.  

For the grid generation, trimmed hexahedral cells were 

used with local refinements and prism layers along the 

wall, with such first cell distance so the average y+ value 

was well below 1 to resolve the viscous sublayer. An extra 

refinement was applied around the tip area to capture the 

tip vortex cavitation (see Figure 7). After a sensitivity 

study, a grid with around 8.5 million cells was used, with 

6 million cells at the rotating region. The rotation rate was 

0.1 degrees per time step.  

The cavitation intensity on the propeller blades was 

estimated by calculating the local surface impact rate 

𝑒𝑠(𝑡), according to the Equation (5), after four propeller 

rotations. The statistical uncertainty of the total vapor 

volume was estimated to be around 0.5%. Figure 8 depicts 

the cavitation development and the accumulated surface 

energy on one blade, after four propeller rotations, when  



 

Figure 7. Computation mesh around the propeller region. A 
refinement around the blade tip area was applied to capture the 
tip vortex cavitation. 

 

Figure 9. Accumulated energy on the blade surface for the 

instantaneous pressure field 𝑝𝑖, after four propeller rotations. 

 

Figure 8. Cavitation development and accumulated potential 
energy on the propeller blades when the time averaged pressure 

field 𝑝�̅� is driving the collapses.  

 

Figure 10. Accumulated energy on the blade surface for the time 

averaged pressure field 𝑝�̅�, after four propeller rotations.

 

Figure 11. Surface impact distribution for different values of the n parameter, for each aggressiveness indicator 〈𝑒𝑠〉𝑓 (top) and 〈𝑒𝑠〉𝑒𝑠 

(bottom). 



the time averaged pressure field 𝑝�̅� was driving the cavity 

collapses.  

An investigation on the effect of the pressure field 

effectively driving the collapses is made, where the 
accumulated energy on the surface is estimated with two 

different driving pressure fields. The instantaneous 

pressure field 𝑝𝑖 and the time averaged pressure field 𝑝t̅ 
When the instantaneous pressure field is driving the 

collapses, it is expected that the energy accumulated on the 

surface is negligible, as the instantaneous pressure in areas 

where phase transition occurs should be equal to vapor 

pressure and the pressure difference in Equation (5) should 

basically be zero. Indeed, the accumulated energy on the 

surface under the instantaneous pressure field 𝑝𝑖 (Figure 9) 
is much less than the energy accumulated on the blade 

under the time averaged pressure field 𝑝t̅ (Figure (10). 

Nevertheless, the non-zero driving pressure difference in 

Figure 9 may also be considered as a numerical artifact, 

due to the cavitation modeling approach. It strongly 

depends on the mass transfer source term and the evolution 

of the density-pressure trajectory. The closer the trajectory 

gets to the vapor pressure during phase change, the smaller 

the driving pressure difference, and therefore the 

accumulated surface energy. Thus, the instantaneous 
pressure may not be used as a driving pressure field, 

although it has been used before (Li et al, 2012). 

The aggressiveness of the cavitating flow has been 

evaluated by the two impact power indicators. Both 

indicators have been tested for different values of the n 

parameter (from 1 to 6, see Figure 11). The indicator 〈𝑒𝑠〉𝑓 
seems to be more sensitive to the n parameter, showing 

different impact distributions for different n values. Low n 

value results in a broader area with higher impact, which is 

getting narrower as the n increases. That is expected, as 

more weight is given to the peak events, and their 

distribution becomes more sporadic. Indicator 〈ės〉es is less 

sensitive to the n parameter, showing similar impact 

distributions for different n values, however with larger 

magnitude for higher n values. Qualitatively, both 

indicators show similar aggressiveness distribution for 

high values of the n parameter 

A qualitative comparison with the experimental paint test 

results is shown in Figure 12 for both conditions. The 

simulated impact distribution on the propeller blades is 

plotted on the real geometry for direct comparison. For 

both conditions, there is a fair qualitative agreement 

between the experimental damage location and the 

computed region of high erosion risk, indicated by the 

aggressiveness indicator 〈𝑒𝑠〉𝑒𝑠 for n parameter equal to 6. 

For the vacuum condition, a more extensive area without 

paint is observed, along the blade trailing edge, which is 

not depicted by the indicators. However, it is not clear 

whether this is paint removed during the test, or it has been 

removed due to another reason. This needs further 

investigation. The contribution of vapor structures at larger 

distance from the wall to the surface impact distribution 

requires additional investigation. Moreover, the 

determination of the pressure effectively driving the 

collapse, still remains an issue and requires further research 

as well. Finally, the material response should be considered 

as well, to be able to compute the actual damage and 

material loss on the propeller blades. 

 

Figure 12. Comparison between the experimental erosion 
observations (Mantzaris et al, 2015) and the computed impact 
distribution, after four propeller rotations, in atmospheric (top). 

and vacuum (bottom) condition. The aggressiveness indicator 
〈𝑒𝑠〉𝑒𝑠 for 𝑛=6 is plotted on the surface to compare the eroded 

regions with the paint test.  

5 CONCLUSIONS 

The market situation and regulations push for propeller 

designs which are close to the limits. In order to select the 

best design, the process of design and evaluation needs to 

be reviewed and updated where possible. Some 

conventional ways of experimental determination of the 

flow behaviour might not be accurate enough anymore to 

distinguish the validity of designs close to the limits. 

Awareness has to be raised by shipyards and vessel owners 

about the cost savings in the testing phase, compared to 

cost savings over the lifetime of the vessel by reduced fuel 

consumption. 

The CFD simulations are continuously improving, leading 

to acceptable performance predictions. On the other hand, 

there is still work to be done until the desired level of 

accuracy and robustness is reached for pressure pulse level 

predictions. In order to get the best propeller selected, both 

experiments and numerical flow simulations need to be 

combined.  

The judgement of cavitation erosiveness is another typical 

example, where a combination of experimental and 

numerical techniques is required. The idea that any 

pressure side cavitation will lead to cavitation erosion, is 

outdated. Recent work has shown that cavitation erosion 

risk assessment with CFD has a great potential and soon 

will be part of the design and optimization process. A 



common understanding on the behaviour of cavitation 

needs to be reached, in order to allow the propeller 

designers to minimize the margins and therefore increase 

the fuel efficiency as much as possible. 
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